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• Identify relevant features

• Train on training sample

• Tune parameters using validation sample
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• X—set of all possible instances/examples

• D—target distribution over X

• c—target concept

• C—concept class

• Goal: given training set, select h that
approximates c well
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ERRORS
Generalization Error
For hypothesis h, target concept c, and target
distribution D:

R(h) = Pr
x∼D

[h(x) ̸= c(x)] .

Empirical Error

For hypothesis h, target concept c, and sample
S = (x1, . . . , xm):

R̂(h) = |{xi : h(xi) ̸= c(xi)}|
m .
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AVERAGE ERROR

ES[R̂(h)] = R(h) .



PAC LEARNING
PAC (Probably Approximately Correct)

Concept class C is PAC-learnable if there exists
learning algorithm s.t.
• for all c ∈ C, ε > 0, δ > 0, all distributions D:

Pr
S∼Dm

[R(hS) ≤ ε] ≥ 1− δ ,

• for random samples of size

m ≤ poly(1/ε, 1/δ,n) .



PAC LEARNING
PAC (Probably Approximately Correct)

Concept class C is PAC-learnable if there exists
learning algorithm s.t.
• for all c ∈ C, ε > 0, δ > 0, all distributions D:

Pr
S∼Dm

[R(hS) ≤ ε] ≥ 1− δ ,

• for random samples of size

m ≤ poly(1/ε, 1/δ,n) .



• Probably: confidence 1− δ

• Approximately correct: accuracy 1− ε



EXAMPLE


