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Abstract. In the shortest common superstring problem (SCS) one is
given a set s1, . . . , sn of n strings and the goal is to find a shortest string
containing each si as a substring. While many approximation algorithms
for this problem have been developed, it is still not known whether it
can be solved exactly in fewer than 2n steps. In this paper we present an
algorithm that solves the special case when all of the input strings have
length 3 in time 3n/3 and polynomial space. The algorithm generates a
combination of a de Bruijn graph and an overlap graph, such that a SCS
is then a shortest directed rural postman path (DRPP) on this graph.
We show that there exists at least one optimal DRPP satisfying some
natural properties. The algorithm works basically by exhaustive search,
but on the reduced search space of such paths of size 3n/3.

1 Introduction

The shortest common superstring problem (SCS) is: given a set {s1, . . . , sn}
of n strings, find a shortest string containing each si as a substring (w.l.o.g.,
we assume that no input string is a subtstring of another). The problem is
known to be NP-hard and has many practical applications including data stor-
age, data compression, and genome assembly. For this reason, approximation
algorithms for SCS are widely studied. For a long time the best known ap-
proximation ratio was 2.5 by Sweedyk [26] (the same bound also follows from
2/3-approximation for MAX-ATSP [15,24]). Very recently the bound was im-
proved to 2 11

23 by Mucha [23]. The best known inapproximability ratio (under
the P 6= NP assumption) is 345

344 by Karpinski and Schmied [17].
At the same time it is not known whether SCS can be solved in fewer than

O∗(2n) steps (O∗(·) suppresses polynomial factors of input length). Note that
SCS is a permutation problem: to find a string containing all si’s in a given order
one just overlaps the strings in this order. Thus, the trivial algorithm requires
O∗(n!) time. Now consider the following suffix graph of the given set of strings:
the set of vertices is {s1, . . . , sn}, vertices si and sj are joined by an arc of weight
|suffix(si, sj)| where suffix(si, sj) is the shortest string such that sj is a suffix of
si ◦ suffix(si, sj) (where ◦ denotes concatenation). SCS can be solved by finding
a shortest traveling salesman path (TSP) in this graph. For TSP, the classical
dynamic programming based O∗(2n) algorithm discovered by Bellman [2] and
independently by Held and Karp [12] is well-known.



There are two natural special cases of SCS: the case when the size of the
alphabet is bounded by a constant and the case when all input strings have
length r. The latter case is called r-SCS. Note that when both these parameters
are bounded the problem degenerates as the number of possible input strings
is then also bounded by a constant. It is known that both SCS over the binary
alphabet and 3-SCS are NP-hard, while 2-SCS can be solved in linear time [10]
and 2-SCS with multiplicities (where each input string is given together with the
number of its occurrences in a superstring) can be solved in quadratic time [7].
Vassilevska [27] showed that SCS over the binary alphabet cannot be much
easier than the general case. Namely, she provided a polynomial-time reduction
of general SCS to SCS over the binary alphabet that preserves the number of
input strings. It implies that α-approximation of SCS over the binary alphabet
is not easier than α-approximation of general SCS. It also means that an O∗(cn)-
algorithm for SCS over the binary alphabet implies an O∗(cn)-algorithm for the
general case. Hence SCS for smaller size alphabet cannot be much easier. Our
result suggests that SCS for shorter strings can actually be easier to solve.

In this paper we present an algorithm solving a special case when all of
the input strings have length 3 in time O∗(3n/3) and polynomial space. The
approach is based on finding a shortest rural postman path in the de Bruijn
graph of the given set of strings. The algorithm works basically by exhaustive
search, but having reduced the search space to size 3n/3, and then inspecting
each possibility in polynomial time. We show that for the case of 3-strings to
find an optimal rural path it is enough to guess where such a path enters each
weakly connected component formed by input strings. We then show that for
a component on k arcs there are at most k such entry points. Since the total
number of arcs is n, the running time is roughly kn/k and this does not exceed
3n/3 (for k ∈ N).

The current situation with exact algorithms for SCS is similar to what is
known for some other NP-hard problems — say, the satisfiability problem (SAT),
the maximum satisfiability problem (MAX-SAT), and the traveling salesman
problem (TSP). Namely, despite many efforts the best known algorithms for
the general versions of these problems run in time O∗(2n) (n being the number
of variables/vertices). At the same time better upper bounds are known for
special cases of these problems: O(1.308n) for 3-SAT [13], O(1.731n) for MAX-
2-SAT [28], O(1.251n) for TSP on cubic graphs [14], O∗(1.109n) for (n, 3)-MAX-
2-SAT [19], cn (where c < 2) for SAT [5] and MAX-SAT [8,19] on formulas with
constant clause density. Moreover, it is known that k-SAT can be solved in time
O((2 − 2/k)n) [22] and TSP can be solved in time O((2 − ε)n), where ε > 0
depends only on the degree bound of a graph [4].

2 General setting

Throughout the paper S = {s1, . . . , sn} is an input set of strings over an al-
phabet Σ, and n is the number of strings. W.l.o.g. we assume that no si is a
substring of sj for any i 6= j.



For strings s and t, by s ◦ t we denote the concatenation of s and t. By
overlap(s, t) we denote the longest suffix of s that is also a prefix of t. By
prefix(s, t) we denote the first |s| − |overlap(s, t)| symbols of s and by suffix(s, t)
we denote the last |t| − |overlap(s, t)| symbols of t. Clearly,

prefix(s, t) ◦ overlap(s, t) = s and overlap(s, t) ◦ suffix(s, t) = t .

2.1 Suffix graphs and the traveling salesman problem

Clearly, s◦suffix(s, t) is the shortest string containing s and t in this order. More
generally, the shortest string containing strings si1 , . . . , sin in this order is

si1 ◦ suffix(si1 , si2) ◦ · · · ◦ suffix(sin−1
, sin) .

Thus, the goal of SCS is to find a permutation of n input strings minimizing
the total length of the suffix function. As mentioned in the introduction, one
can define a complete directed graph on the given set {s1, . . . , sn} of n strings
as a set of vertices where vertices si and sj are joined by an arc of weight
|suffix(si, sj)| (suffix graph). Solving SCS then corresponds to solving TSP in this
graph. This connection has been used in essentially all previous approximation
algorithms for SCS. This graph however is asymmetric (i.e., directed) and the
best known algorithm due to Bellman [2], Held and Karp [12] uses O∗(2n) time
and space. There are also algorithms based on inclusion-exclusion with running
time O∗(2n ·M) and space O∗(M) [18,16,1] (here,M is the maximal arc weight).
Lokshtanov and Nederlof [21] show how to solve TSP in O∗(2n ·M) time with
only O∗(1) = poly(n, logM) space. For symmetric TSP, Björklund [3] recently
came up with an O∗(1.657n ·M) time randomized algorithm. Note that for SCS,
M does not exceed the size of the input, hence the mentioned inclusion-exclusion
algorithm solves SCS in O∗(2n) time and polynomial space.

2.2 De Bruijn graphs and the rural postman problem

In this paper we deal with another useful concept, namely de Bruijn graphs. Such
graphs are widely used in genome assembly, one of the most important practical
applications of SCS [25]. At the same time they have only few applications in
theoretical investigations of SCS. To simplify its definition from now on we stick
to strings of length 3 only. So, let S = {s1, . . . , sn} be a set of 3-strings over the
alphabetΣ. The de Bruijn graphDG is a weighted complete directed graph (with
loops, but without multiple arcs) with the set of vertices Σ2. Distinct vertices s
and t are joined by an arc of weight |suffix(s, t)|. Also, for each string from Σ2

consisting of the same two symbols there is a loop of weight 1. Intuitively, the
weight of an arc (s, t) is equal to the number of symbols we need to spell going
from a string s to a string t. (Particularly, going from a string AA to itself we
need to spell one more A, that is why loops are of weight 1.) Thus, all arcs in
DG have weight either 1 or 2. Note that any 3-string s over Σ defines an arc of
weight 1 in DG: the arc joins the prefix of s of length 2 and the suffix of s of



length 2. Thus, what we are looking for in the SCS problem is a shortest path
in DG going through all the arcs ES given by S.

This problem is known as directed rural postman path problem (DRPP).
In DRPP one is given a weighted graph G = (V,E) and a subset ER ⊆ E
of its arcs and the goal is to find a shortest path in G going through all the arcs
of ER. The arcs from ER are called required, all the remaining arcs are called
optional. A path going through all the required arcs is called a rural path and a
shortest such path is called an optimal rural path.5

DRPP has many practical applications (see, e.g., [9,11]). At the same time
almost no non-trivial exact algorithms are known for DRPP. As with SCS and
TSP, for DRPP there is a simple algorithm with the running time O∗(n!) (for
DRPP, by n we denote the number of required arcs) as well as dynamic pro-
gramming based algorithm with running time O∗(2n). DRPP generalizes such
problems as Chinese Postman Problem and Asymmetric TSP. If the set of re-
quired arcs forms a single weakly connected component (weakly connected com-
ponents of a directed graph are just connected components in this graph with
all directed arcs replaced by undirected edges), then the problem can be solved
in polynomial time: all one needs to do is to add arcs of minimal total weight
to imbalanced vertices. This can be done by finding a minimum weight perfect
matching in an appropriate bipartite graph (details can be found, e.g., in [6]). If
the set of required arcs forms more than just one weakly connected component
then DRPP becomes NP-hard [20]. The reason is that now one not only needs
to balance all the imbalanced vertices by adding arcs of minimal total weight
but also to guarantee somehow that the resulting graph is connected. This turns
out to be harder.

However 2-SCS can be solved in polynomial time even if the input strings
form more than one weakly connected component. The important property of 2-
SCS (as opposed to, say, 3-SCS) is that 2-strings from different weakly connected
components always have zero overlap. This means that one can find an optimal
rural path for each component separately.

3 Algorithm

The set S of 3-strings defines the required set of arcs ES in the de Bruijn
graphDG. What we are looking for is a shortest path in this graph going through
all the required arcs (an optimal rural path). Optional arcs have weight 1 or 2
while all required arcs have weight 1. For each vertex of the graph we know the
number of adjacent incoming and outgoing required arcs, but we do not know
the number of adjacent incoming and outgoing optional arcs (in an optimal rural
path).

Note the following two simple properties of an optimal rural path.

5 We use the term “path” to denote a path that may go through some vertices and
arcs more than once (a term “walk” is also used in the literature for this). A simple
path is a path without repeated vertices and arcs.



– An optimal rural path does not start and does not end with an optional arc
(removing such an arc leaves a rural path of smaller weight).

– There always exists an optimal rural path that does not contain an optional
arc followed by another optional arc. Two such arcs can be replaced by a
single arc. Since all arcs have weight 1 or 2 this does not increase the total
weight of a path.

By dre
in(v) and dre

out(v) we denote the number of required incoming and out-
going arcs to v, respectively: dre

in(v) = |{(u, v) ∈ ES}| and dre
out(v) = |{(v, w) ∈

ES}|. Similarly, for a path P in DG, by dop
in (P, v) and d

op
out(P, v) we denote the

number of optional incoming and outgoing arcs for the vertex v in the path P :

dop
in (P, v) = |{(u, v) | (u, v) ∈ P, (u, v) 6∈ ES}|,

dop
out(P, v) = |{(v, w) | (v, w) ∈ P, (v, w) 6∈ ES}| .

Recall that a path may go through a particular vertex more than once, so these
degrees may be greater than 1. Also, the path P may go through a particular arc
more than once hence the sets in the right hand side of the definition dop

in (P, v)
and dop

out(P, v) are actually multisets. In other words, dop
in (P, v) (dop

out(P, v)) is
the number of times the path P enters (respectively, leaves) the vertex v by an
optional arc.

Definition 1 (configuration). A configuration is a pair f = (fin, fout) of
functions from V to N. A configuration tells for each vertex the number of in-
coming and outgoing optional arcs of a path. Consequently we say that a configu-
ration is consistent with a path P iff fin(v) = dopin (P, v) and fout(v) = dopout(P, v)
for each vertex v. A path in DG determines a configuration in a natural way.

Definition 2 (normal configuration, special vertex). We say that a con-
figuration f = (fin, fout) is normal iff the following three conditions hold.

– It is consistent with at least one rural path. This, in particular, means that
for all but two vertices v (the two exceptional vertices being the first and the
last vertices of a path)

fin(v) + drein(v) = fout(v) + dreout(v). (1)

– For each weakly connected component C of ES ,∑
v∈C

min{fin(v), fout(v)} ≤ 1 . (2)

I.e., each weakly connected component contains at most one vertex that has
both incoming and outgoing optional arcs. Moreover if such a vertex exists
then it has just one incoming or one outgoing arc. Such a vertex is called
special.

– For each vertex v, if v has only incoming (outgoing) required arcs then it has
only outgoing (incoming) optional arcs:

(dreout(v) = 0⇒ fin(v) = 0) and (drein(v) = 0⇒ fout(v) = 0). (3)

In particular, a vertex v with min{drein(v), dreout(v)} = 0 cannot be special.



Definition 3 (normal path). A normal path is a path with a normal configu-
ration.

The motivation for studying configurations is given by the following lemmas
(which are proven below).

Lemma 1. There exists an optimal rural path that is normal.

Lemma 2. Given a normal configuration f of an (unknown) optimal rural path
we can find in polynomial time an optimal rural path consistent with f .

It remains to show that the number of different normal configurations is not
too large. This is guaranteed by the following lemmas.

Lemma 3. A weakly connected component C of ES consisting of k arcs has at
most k different normal configurations.

Lemma 4. All normal configurations can be enumerated in time O∗(3n/3) and
polynomial space.

Using these four lemmas the main result of the paper follows almost imme-
diately.

Theorem 1. The 3-SCS problem can be solved in time O∗(3n/3) and polynomial
space.

Proof. Due to Lemma 4 we can enumerate all normal configurations in time
O∗(3n/3) and polynomial space. By Lemma 1 at least one of these configurations
corresponds to an optimal rural path. Given such a configuration we can recover
an optimal rural path by Lemma 2. ut

3.1 Proofs

In this subsection, we complete the analysis of the algorithm by proving the
lemmas given in the previous subsection. In the proofs, we often consider a
path as a sequence of vertices. In this notation, lower case letters are used to
denote vertices while upper case letters denote parts of a path, i.e., sequences of
vertices (possibly empty). E.g., to specify that a path P starts with a vertex s,
goes through a vertex v and ends in a vertex t we write P = sAvBt. In the
pictures below, required arcs are shown in bold, optional arcs are thin and gray,
snaked arcs denote just a part of a path.

Proof (of Lemma 1). Let P be an optimal rural path containing the minimal
number of optional arcs. We show that if P is not a normal path, then the
number of optional arcs in P can be decreased without increasing its weight.
This is done by replacing two optional arcs with a new one. Since all arcs have
weights 1 or 2, this replacement does not increase the weight of P .



Consider a weakly connected component C and let x be the last vertex of C
in the path P . To guarantee that (2) holds we first transform P such that for
all vertices v of C with the only possible exception of x we have

min{dop
in (P, v), d

op
out(P, v)} = 0 .

Assume that a vertex v 6= x not fulfilling this equality exists in C. Denote
incoming and outgoing optional arcs of v by (w1, v) and (v, u1), respectively. Let
u2 be a vertex such that the arc (u2, v) precedes the arc (v, u1) in P and w2 be a
vertex such that the arc (v, w2) follows the arc (w1, v) in P . Since the path does
not contain two consecutive optional arcs, the arcs (u2, v) and (v, w2) differ from
the arcs (w1, v) and (v, u1). We now consider the following two cases depending
on whether the path first goes through (u2, v) and (v, u1) or through (w1, v) and
(v, w2).

1. The path P has the form sAu2vu1Bw1vw2CxDt (i.e., P first goes through
(u2, v) and (v, u1) and only then through (w1, v) and (v, w2)). We trans-
form it to sAu2vw2CxDtu1Bw1. Note that this transformation increases
the number of optional arcs out of t, but it reduces the total number of
optional arcs.

s t
u2

v

w2

x

u1w1

A

B

C

D

s t
u2

v

w2

x

u1w1

A

B

C

D

2. The path P has the form sAw1vw2Bu2vu1CxDt. We then replace the arcs
(w1, v) and (v, u1) by a new arc (w1, u1). As a result we get the path
sAw1u1CxDt and a cycle vw2Bu2v. Recall however that C is a weakly con-
nected component. This means that the new path has at least one vertex in
common with the cycle. Thus we can glue this cycle into this path.

s t
u2

v

w2

x

u1w1

A

B
C

D

s t
u2

v

w2

x

u1w1

A

B
C

D

Clearly both transformations above do not break the path and decrease the total
number of optional arcs.



We now show that P can be transformed so that min{dop
in (P, x), d

op
out(P, x)} ≤

1. Assume for the sake of contradiction that x has in P at least two incoming
and at least two outgoing optional arcs. Let (v, x) and (x,w) be the first optional
incoming and outgoing arcs for x in P . Consider two subcases.

1. P first goes through (v, x) and then through (x,w). Since P has at least
two optional arcs out of x the path P has the form sAvxBxwCxDt. We
transform it to sAvwCxBxDt.

2. P first goes through (x,w). Then it has the form sAxwBvxCt and can be
transformed to sAxCtwBv.

Thus, P satisfies (2).
Finally, we show how to transform P so that (3) holds. Consider a vertex

v ∈ C and assume w.l.o.g. that it has no incoming required arcs (i.e., dre
in(v) = 0).

Assume that P also has an optional arc (v, w). Since P cannot start with an
optional arc it has an arc (u, v) preceding (v, w) and this arc is also optional.
But then two optional arcs (u, v) and (v, w) can be replaced with an arc (u,w).
This again contradicts the assumption that P has the minimal possible number
of optional arcs. The case dre

out(v) = 0 is treated similarly. Thus, P satisfies (3).
We conclude that any rural path with the minimal number of optional arcs

satisfies the properties (2) and (3). The property (1) holds for such a path for a
trivial reason. Thus, any such path is normal. ut

Proof (of Lemma 2). In the following we assume that we know the first vertex
s and the last vertex t of an optimal rural path that we are looking for. Since
the first and the last arc of such a path are both required arcs, enumerating all
such pairs (s, t) can be done in O(n2) time.

To find the required path we modify the graph DG and the set of required
arcs ES as follows:

– Introduce |Σ| new vertices labeled by single symbols and join them to all
other vertices by arcs of weight equal to the length of the suffix of the
two corresponding strings. E.g., w(A, AB) = 1, w(A, BC) = 2, w(BC, A) = 1,
w(BA, A) = 0, w(A, B) = 1.

– For each vertex v of the initial graph DG labeled by AB add fin(v) copies of
the arc (A, AB) and fout(v) copies of (AB, B) to the set of required arcs ES .

Denote the resulting graph by DG′ and the resulting set of required arcs by E′S .
It is worth to note that E′S is a multiset, namely it might contain several copies
of new required arcs (e.g., fin(AB) copies of the arc (A, AB)).

Let C1, . . . , Cp be the weakly connected components of ES and C ′1, . . . , C
′
q

be the weakly connected components of E′S . Clearly q ≤ p and for each Ci there
is C ′j such that Ci ⊆ C ′j .

First we show that the weight of an optimal rural path with configuraion f
in DG is equal to the weight of an optimal rural path in DG′. Indeed, given
an optimal rural path P consistent with f in DG one replaces each its optional
arc (AB, CD) (of weight 2) with three arcs (AB, B), (B, C), (C, CD) (of total weight
0+ 1+ 1 = 2) and each optional arc (AB, BC) (of weight 1) with two arcs (AB, B),



(B, BC) (of total weight 0+ 1 = 1). The resulting path P ′ is a rural path in DG′:
we replaced exactly fout(AB) optional arcs out of the vertex AB with new required
arcs (AB, B). Moreover, this path clearly has exactly the same weight. Conversely,
let P ′ be an optimal rural path in DG′. Just by removing all vertices labeled
by single symbols we get a rural path P consistent with f whose weight is not
greater than the weight of P ′.

Now we show that an optimal rural path in DG′ can be found in polynomial
time. For this, we show that it is enough to solve the problem for each weakly
connected component of E′S separately.

Let P ′ be such an optimal rural path in DG′. Translate it back to a path P
in DG by removing all vertices labeled by single symbols. Let P = A1A2 . . . Ak
where each sequence of vertices Ai lies inside the same weakly connected com-
ponent C ′j of E′S and Ai and Ai+1 belong to different components. Denote by
ui, vi the first and the last vertex of Ai (recall that the path does not contain an
optional arc followed by another optional arc). A simple but crucial observation
is that each arc (vi, ui+1) has weight 2. Indeed, if w(vi, ui+1) = 1 then vi = AB

and ui+1 = BC. Note that (vi, ui+1) is an optional arc since vi and ui+1 belong
to different components of E′S (and hence to different components of ES). This
means that fout(vi) > 0 and fin(ui+1) > 0. But then the arcs (AB, B) and (B, BC)
are required in DG′ and thus vi and ui+1 lie in the same weakly connected
component of E′S .

We would like to show now that there exists an optimal rural path P ′ in
DG′ that goes through each component of E′S separately. For this, we show
that if P ′ enters the same component of E′S more than once then we can reduce
the number of optional arcs between the components by transforming a path
(without increasing the total weight of the path). As before, translate the path
P ′ back to P . Now assume that for some component C ′j , the path P enters C ′j at
least two times, i.e., there are two optional arcs (a1, b1) and (a2, b2) in P such that
b1, b2 ∈ C ′j and a1, a2 6∈ C ′j . Assume that C ′j is not the last component of the path
P (the case when it is the last one is similar). This means that P must also leave
the component C ′j two times. More formally, P contains two optional arcs (b3, a3)
and (b4, a4) where b3, b4 ∈ C ′j and a3, a4 6∈ C ′j . Replace now the arcs (a1, b1) and
(b3, a3) by (b3, b1) and (a1, a3). It is easy to see that such a transformation does
not change the degrees of vertices. To guarantee that the resulting set of arcs
is a single path but not a cycle and a path we note that b1, b2, b3, b4 lie in the
same weakly connected component. Also, the weight of the path is not increased
(since w(a1, b1) = w(b3, a3) = 2 while w(b3, b1), w(a1, a3) ≤ 2).

Thus, to find an optimal rural path in DG′ we can find an optimal path
for each component of E′S separately and then join the found paths arbitrarily
(recall that solving DRPP for a weakly connected component is a polynomial
problem). ut

Proof (of Lemma 3). Let

mindegre(v) = min{dre
in(v), d

re
out(v)}, mindegop(v) = min{fin(v), fout(v)}.



By definition of a normal configuration (see (3)) each component contains at
most one special vertex, i.e., a vertex with mindegop = 1. Recall from the proof
of Lemma 4 that we only need to know which vertex in a configuration is special
(if any) to fully determine the configuration.

We now consider the following two cases.
C is Eulerian. Clearly C contains at most k vertices (and contains exactly k

vertices when it is a simple cycle). Note that if ES does not consist of C only
then C must contain at least one special vertex in any rural path and hence the
number of different normal configurations for C is k. At the same time, if ES
contains C only then an optimal rural path can be found in polynomial time.
C is not Eulerian. By (3), it is enough to show that C contains at most (k−1)

vertices with non-zero mindegre. Then either one of these (k−1) vertices is special
or there are no special vertices — thus, at most k different configurations.

To show that there are at most (k − 1) vertices in C with non-zero mindegre

consider two subcases.

1. By removing directions of the arcs in C we get a simple path on k arcs. Then
C contains (k + 1) vertices but both ends of this path have zero mindegre.

2. Otherwise C contains at most k vertices. If the number of vertices is strictly
smaller than k then we are done. If the number of vertices is equal to k we
find a vertex with zero mindegre. For this, take any vertex in C and start a
path from it. As a result we either arrive to a vertex with zero out-degree (in
this case we are done) or construct a cycle. Since C is weakly connected for
at least one of the vertices of this cycle the sum of in-degree and out-degree
is at least 3. But then C must contain a vertex with in-degree plus out-degree
equal to 1 and we are done again.

ut

Proof (of Lemma 4). Let ES consist of t weakly connected components C1, . . . , Ct,
let also ni be the number of required arcs in Ci (hence n1 + · · · + nt = n). By
Lemma 3 above, for Ci there are at most ni different configurations. Thus, the
total number of normal configurations for ES is at most

∏t
i=1 ni. We show that

this is at most 3n/3 by induction on n. The base case n = 1 is clear. Induction
step:

t∏
i=1

ni = nt ·
t−1∏
i=1

ni ≤ 3
n−nt

3 nt = 3
n−nt

3 +log3 nt .

This does not exceed 3n/3 since log3 nt ≤ nt/3 for any nt ∈ N.
Enumerating all normal configurations is easy: for each weakly connected

component we just need to select a special vertex. Indeed, if a vertex v 6= s, t
is special then min{fin(v), fout(v)} = 1, otherwise min{fin(v), fout(v)} = 0. The
exact values of fin(v) and fout(v) can be then derived from the equality (1). ut



4 Further directions

The natural open question is to solve SCS in less than 2n steps. An apparently
easier problem is to prove an upper bound O∗(2α(r)n) for r-SCS where α(r) < 1
for all r.
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